**生殖医学中心管理系统和核对系统维保服务方案**

**1、服务内容**

辅助生殖管理系统的维保服务是一项长期的工作，确保系统的持续、稳定、安全运行为系统运维管理的首要任务和目标。在系统运行期间定期进行系统的巡检与维护，在出现故障的时候能够在最短的时间内进行故障排除，为系统提供高质量的运维服务。

维护与技术支持工作是一项复杂而长期的技术服务工作，为保证技术支持与维护工作的质量，需做到：

（1）响应及时性；

（2）确保可靠性；

（3）确保专业性。

**2、服务方式**

软件项目维保期间，需对应进行软件、数据、易用等适应性维护。服务方式包含电话、远程服务，现场服务等。

（1）网络、电话远程服务

* 对于简单的问题（故障不影响甲方系统正常使用的情况下），在2个工作日内，提供电话和EMAIL或微信支持并解决问题。
* 对于影响甲方系统正常使用的问题，即时响应并应在8小时内解决问题或提供可直接解决问题的书面技术方案。
* 乙方在技术服务期内每一个月与甲方一起通过电话会议的方式讨论有关系统运行的情况。
* 乙方如果有软件升级的补丁，及时通知甲方软件升级信息（非二次开发部分），如甲方有需求，乙方提供升级补丁，并协助甲方更新完成。

（2）现场服务

由于管理系统原来有系统业务操作上不熟悉，影响业务，公司将派专人到现场指导业务操作。现场服务内容包含：检查现场硬件环境、调试报表插件、调试打印机、异常数据的协助纠错操作指导等。

**3、服务形式**

（1）平台系统软件应用优化

实施技术人员将定期搜集用户业务应用问题反馈，并针对业务功能和流程进行应该优化，使系统业务流程更加流畅，提高工作效率。

（2）软件适应性、易用性、功能性开发和维护

根据运行期间的情况及用户的操作体检，实施公司技术人员将对软件进行适应性、易用性、功能性等方面的开发和维护，以提高用户使用满意度和系统体验度。及时解决因甲方及用户方硬件设备升级等原因给软件应用带来的技术问题，免费提供补丁程序及技术支持服务等，保证因上述原因升级后能正常运行。

（3）故障诊断排除

在技术支持和维护服务过程中，当系统软件、操作系统、数据库、中间件、网络等发生故障时，会及时针对故障情况进行诊断，并配合相关部门进行故障处理。

**4、应急预案**

为应对生殖中心管理系统信息安全突发事件，确保系统的运行安全和数据安全，主要立足防范和消除以下危害情况的出现：

* 系统运行过程中数据库异常，导致数据丢失，系统不能正常运行；
* 系统运行过程中，应用服务程序异常，导致系统异常系统不能正常运行；
* 系统运行过程中，服务器间网络连接异常，导致系统异常系统不能正常运行。

**5、危险事件等级定义分类**

（1）一般故障：指系统出现轻微错误或瑕疵，具体包括：个别图片无法显示个别信息内容出现明显错误、个别服务和功能无法正常使用等

（2）重大故障：指出现系统出现异常，但不影响系统日常使用，具体包括：局部页面错误、部分功能无法使用，部分信息内容出现明显错误等。

（3）特大故障：指系统崩溃，应用服务停止，导致大规模用户无法使用系统，出现数据丢失，具体包括：系统服务无法启动、数据库无法连接、系统程序异常和数据库文件损坏等。

**6、应急响应流程**

（1）事件报警与确认

工作人员对数据库服务器、应用系统的运行状况以及网络情况进行监及时发现系统的异常和网络故障，一旦发现异常情况需及时通知项目维护相关人员进行原因的排查和故障的处理。

（2）对系统进行检查

检査网络连接：需要相关网络管理人员配合检査；

检查应用服务器性能指标，检查的内容包括：Web Sphere进程是否正常、CPU使用率、内存使用率；

检査后台数据库服务器性能指标，检査内容包括：数据库服务器双机状态、数据库进程是否正常、数据库服务是否启动、CPU使用率、内存使用率。

（3）安全审计及事故分析

通过系统日志、网络设备日志、数据库访问日志等，对事件进行审计对损失进行评估，追査事件的发生原因。

（4）消除隐患、恢复正常运行

根据排查结果，排除系统隐患，恢复系统正常运行。

（5）重新启动系统

启动数据库服务器→启动应用服务器。

（6）安全报告、归档

提供故障分析报告，分析故障原因，修正预案处理流程并归档。

**7、应急处理措施**

（1）一般故障

工作人员第一时间迅速准确判断事件原因，提交项目组进行处置。可在2小时内响应，在接到通知后24小时内进行处理。

（2）重大故障

按规定及时向软件公司报告。报告内容主要包括故障范围、影响范围事件性质、事件发展趋势和采取的措施等。同时召集相关责任部门共同协商解决。可在8小时内响应，72小时内协商处理；

（3）特大故障

按规定及时向医院及项目组报告，并要实行报告势态进程。项目组根据系统故障发展态势，现场指导和组织相关人员进行处理。具体措施如下：

1. 系统无法登录

系统无法正常登录一般由于应用服务器与数据库服务器之间网络连接异常或数据库服务未启动导致，处理措施如下：

检査应用服务器与数据库服务器之间网络连接是否正常，若应用服务器与数据库服务器之间网络连接异常，恢复应用服务器与数据库服务器网络解决，重新启动系统；

应用程序后台服务是否运行正常；

检査数据库服务器数据库服务是否运行正常，如数据库服务器服务未启动则启动数据库服务器数据库服务，重新启动系统；

若以上方案均无法解决系统无法登录问题，抓取并保存系统出错信息及日志文件，简单判断异常部位，通知系统维护相关人员，保留现场，分析查找原因。

1. 系统应用连接数据库超时

数据库连接超时，一种情况是应用服务器与数据库服务器网络连接异常另一种情况是系统数据源出错，处理措施如下：

应用服务器与数据库服务器网络连接异常，排除网络连接异常故障，重启数据库服务器和应用服务器；

系统数据源出错，重新配置系统数据源。

以上方案无法解决系统故障时，应停止系统后台服务，防止不知情用户继续投递数据。抓取并保存系统出错信息及日志文件，简单判断异常部位，通知系统维护相关人员，保留现场，分析查找原因。

1. 应用服务器系统故障

应用服务器操作系统故障，重新安装操作系统，重新部署满意度系统。部署完毕启动数据库服务和应用服务。

对于重大软硬件系统故障，在24小时内使系统恢复运行，对于应用系统引发的系统异常或故障，在接到通知后及时采取措施进行解决处理。

**8、人员培训**

供应商负责软件更改后造成软件操作变化的使用培训，培训对象为院方的医生、护士、技术工程师、业务科室的关键用户。供应商同时向院方提供新功能使用说明。

**9、定时巡检**

经院方许可，供应商应每季度进行一次定期现场巡检，对医院应用软件的软硬件环境进行检查，发现系统稳定运行的隐患因素并及时排除。供应商应出具系统巡检报告，内容包含巡检范围、结果及巡检建议。

**10、需求的更新**

由于国家卫生主管部门政策变化导致本合同范围内的软件系统功能中的表单内容或格式需变更，双方共同协商确认后，供应商及时完善到系统中。院方在实际工作中产生的需要系统更新的版本内的相关功能，经双方友好协商后，共同签署附加实施合同，依据技术服务工作量免费或收取部分费用；超出功能范围的内容，经双方友好协商后，按工作量核算相应费用。